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ABSTMCT 

In teres t ing  a n d  important cont ro l  problems may be formulated as 

a problem of seeking t h e  global  minimum of a performance surface.  

Generally, t h e  equations of this surface a r e  unknown; fur ther ,  t h e  

surface is  of ten discontinuous, and has many peaks, valleys,  and f la t  

regions.  Random search techniques a r e  most appropriate i n  t r e a t i n g  

such problems. I n  a previous paper, an adaptive random search algo- 

rithm w a s  developed and applied to t he  problem of seeking t h e  minimum 

I of a boundary surface associated with t h e  two-point boundary-value 

problem that r e s u l t s  from an appl icat ion of t h e  Maximum Principle .  

t he  present paper, t h i s  same algorithm i s  reviewed and applied to a 

In ,-. 

more complex problem: t h e  minimum-fuel, large-angle, single-axis 

a t t i tude  acquis i t ion  problem. Comparison to optimal proportional con- 

t r o l  shows s t r i k i n g  improvement i n  performance. Cross sections through 

the  boundary surfaces  revea l  many of t h e  i r r e g u l a r i t i e s  noted above. 
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Computer implemented parameter search techniques f o r  optimization 

problems have become usefu l  engineering d e s i g n  t o o l s  over t h e  pas t  few 

years .  Many, i f  not most of t h e  techniques, are based on deterministic 

schemes which have inherent l imi ta t ions  when t h e  system is nonlinear.  

Random search techniques have been suggested which propose t o  overcome 

some of t h e  d i f f i c u l t i e s .  References 1-3 give good general  discussions 

of t h e  m e r i t s  of random techniques. Reference 4 develops an algorithm, 

based on random methods, t o  solve t h e  d i f f i c u l t  mixed two-point boundary 

value problem that r e s u l t s  from an appl icat ion of t h e  Maximum Principle .  

The method w a s  shown t o  be  remarkably e f fec t ive  in  solving a f a i r l y  

complex f i f th -order ,  nonlinear orb i ta l - t ransfer  problem. The purpose 

of t h i s  paper i s  t o  discuss t h e  appl icat ion of t h e  random search algo- 

rithm t o  a s t i l l  more complex problem t o  demonstrate i t s  f e a s i b i l i t y .  

The example chosen w a s  t h e  three-dimensional, large-angle, s ingle-  

a x i s  a t t i t u d e  acquis i t ion  cont ro l  problem i n  which it i s  desired t o  

minimize f u e l  expenditure t o  accomplish t h e  acquis i t ion .  

a r e  highly nonlinear s ince small angle assumptions cannot be made; t h e  

cont ro l  torques are assumed t o  be  l imited.  

than t h e  orb i t - t ransfer  problem i n  that t h e  dimension of t h e  s t a t e  

vector (6)  i s  grea te r  by l a n d  t h e  number of degrees of freedom allowed 

t h e  cont ro l  ac t ion  i s  grea te r .  The same acquis i t ion  problem w a s  d i s -  

cussed i n  reference 5 but a proportional cont ro l  Law w a s  assumed. 

random parameter search w a s  used i n  that paper to f ind t h e  optimal s e t  

3 

- 

The equations 

This problem i s  more complex 

A 
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of feedback constants for t h e  given cont ro l  system s t ruc ture  so  as t o  

minimize system performance ( f u e l ) .  

compked t o  ind ica te  t h e  s t r i k i n g  improvement in  performance with opt i -  

Systems performances w i l l  be 

m a l  nonlinear cont ro l .  

I n  t h e  following sect ions w e  w i l l  state t h e  cont ro l  problem f o r  

no ta t iona l  purposes, review t h e  random search algorithm developed i n  

d e t a i l  i n  reference 4, discuss t h e  hardware and software necessary for 

implementing t h e  algorithm, and last, present t h e  r e s u l t s  of applying 

t h e  method t o  t h e  s a t e l l i t e  acquis i t ion  problem. 

¶ 

PROBLEM FOFWJLATIOJJ 

The problems considered are r e s t r i c t ed  t o  those f o r  which t h e  

Maximum Pr inc ip le  is  appl icable .  Although f ami l i a r i t y  with t h e  pr in-  

c ip l e  is assumed, a few remarks are necessary t o  properly pose t h e  pro- 

blems we will be concerned with i n  t h i s  paper. The system t o  be 

controlled is defined by t h e  vector equation 

k = f ( x , u , t )  (1) 

where x = ( x ~ ,  xa, . . . , Xn), u = (u1, * * , u,) and u c U 

where U is  t h e  allowable cont ro l  region. Interest  w i l l  center  on 

f ixed-time problems because of t h e i r  convenience i n  computer operations.  

It w i l l  be d e s i r e d  t o  take t h e  system from a given s t a t e  X ( O )  t o  a 

f i n a l  t a r g e t  set S s o  as t o  minimize t h e  generalized cost  function 

n 

i = O  
C = C x , (T)  
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where x , ( t )  is  t h e  aux i l i a ry  state associated with t h e  quant i ty  to 

be minimized. The t a r g e t  s e t  S, f o r  t h e  example chosen here, w i l l  

be defined as S = x, B R,, that is, a fixed point  i n  n-dimensional 

space. 

It is w e l l  known that appl icat ion of t he  Maximum Pr inc ip le  t o  t h e  

s ta ted problem invariably requires  t h e  solut ion t o  t h e  following set 

of equations : 

1 2 = f ( x , u , t )  (3) 

v 6 = p(p,x,u, t )J  

where p = (pl ,  . . . , p n ) .  We can see t h a t  t h e  Maximum Pr inc ip le  

y ie lds  a good dea l  of information about t h e  nature of t h e  control ,  

t h a t  i s ,  we know t h e  function u (x ,p , t ) ,  

f o r  x and p .  However, a t  no time do w e  know t h e  spec i f ic  values of 

both x and p .  For example, a t  t h e  i n i t i a l  t i m e ,  x ( o )  is  generally 

known from t h e  problem specif icat ions,  whereas p(o)  is  not  known. 

The remaining boundary conditions required w i l l  be  known a t  t h e  f i n a l  

t i m e  by some combination of components from t h e  x and p vectors.  

Thus, t he re  i s  d i f f i c u l t y  i n  solving these  equations even numerically 

because t h e  known boundary conditions are s p l i t  between i n i t i a l  and 

f i n a l  t imes.  

and we know t h e  equations 
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RAPIDOM SEA_RCH ALGORITHM 

I n  t h i s  paper we w i l l  use t h e  algorithm developed i n  reference 4 

for solving t h e  mixed boundary-value problem. Consequently, w e  w i l l  

give only an i n t u i t i v e  account of t h i s  approach necessary for t h e  l a t e r  

example appl ica t ion .  

A d i r e c t  way of solving t h e  mixed boundary-value problem is  to 

From equations (3) it i s  convert it in to  an in i t i a l -va lue  problem. 

c lear  that f o r  any a r b i t r a r y  value of 

information to determine a f i n a l  s t a t e  x(T). 

generally be d i f f e ren t  from t h e  desired s t a t e  

vector metric J (see ref .  4 f o r  t he  s ignif icance of using a vector 

metric r a the r  than a sca la r  metric) t o  measure the  distance between 

x(T) and xf ( T )  . It i s  convenient conceptually t o  think of t h e  

components of t h e  vector quant i ty  J as hypersurfaces in  an 

n-dimensional space of t h e  components of t he  p vector.  Then t h e  

p (o ) ,  t he re  w i l l  be su f f i c i en t  

Since t h i s  s t a t e  w i l l  

x , (T ) ,  we introduce a 

- 

boundary-value problem is  equivalent t o  f inding t h e  simultaneous 

minima of a l l  the  hypersurfaces. 

case t h e  min imum values a r e  known, i . e . ,  zero. 

It is important to note that i n  t h i s  

Deterministic approaches for f inding t h e  minima of t h e  hypersur- 

faces have a number of d i f f i c u l t i e s .  For example, t h e  gradient 

technique requires  t h e  calculat ion,  or possible  experimental measure- 

ment, of t h e  p a r t i a l  der ivat ives  of t h e  surfaces a t  each s t ep  of an 

i t e r a t i o n  process.  If t h e  surfaces a r e  discontinuous, have many 

r e l a t i v e l y  rapid slope changes, or regions of zero slope, gradient  



> 
Kabanaugh, W .  P . , Optimal Control by a Random Search Algorithm 

I 

- 7 -  

approaches w i l l  f a i l .  The random search techniques overcome these 

d i f f i c u l t i e s .  References l through 4 discuss t h e  vir tues  of these 

methods i n  greater  d e t a i l .  I n  par t icu lar ,  it is  demonstrated i n  

reference 4 that many of the hypersurface abnormalities mentioned 

above ac tua l ly  occur in  even a moderately complex problem. 

The random search approach t o  be used here w a s  described in  

considerable d e t a i l  i n  reference 4 .  

search of t h e  hypersurfaces by select ing the  i n i t i a l  condition vector 

p(o)  from a gaussian noise source, followed by an evaluation of t h e  

corresponding values of t h e  hypersurfaces. 

random search is  not p r a c t i c a l  for moderately high-order systems 

because of t h e  slow convergence t o  t he  minimum. However, by making 

the  search algorithm adaptive, t h e  convergence propert ies  were shown 

to be grea t ly  improved. This w a s  accomplished by: (a) varying t h e  

mean value of t h e  gaussian d is t r ibu t ion  on any i t e r a t i o n  so as to 

The approach is  based on a d i r e c t  

It w a s  shown that t h e  pure 

- 

equal t h e  i n i t i a l  condition of t h e  ad jo in t  vector on t h e  Last success- 

ful i t e r a t ion ,  and (b)  varying t h e  variance of t h e  d i s t r i b u t i o n  so 

that t h e  search i s  localized when the  i t e r a t ions  are successful but 

gradually expanded i n  a geometric progression when not successful. 

Thus, t h e  mean provides a creeping and direction-seeking character to 

t h e  search while t h e  variance provides an expanding and contracting 

character .  

The behavior of t h e  algorithm i s  i l l u s t r a t e d  in  f igure  1 by t h e  

typ ica l  boundary function surface given i n  only two dimensions. 
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Star t ing  a t  point 1, t h e  mean of t h e  d i s t r i b u t i o n  i s  made equal t o  

t h e  corresponding value of p(o) ;  

variance indicated and gradually expands i n  geometrical steps u n t i l  a 

lower point on t h e  surface is detected, such as a t  point 2. Then t h e  

mean of t h e  d is t r ibu t ion  i s  made equal t o  t h e  corresponding value of 

p(o)  and t h e  search repeats .  

t h e  t y p i c a l  numbered points  u n t i l  a value of zero or some small value, 

e ,  near zero is  reached. 

t h e  search starts with t h e  small 

The search continues as indicated by 

This type algorithm has some desirable propert ies  t h a t  enable it 

t o  f i n d  t h e  minimum. 

property that i s  due t o  t h e  small variance used on those i t e r a t ions  

which are successful.  The algorithm a l s o  has a global searching prop- 

e r ty  t h a t  enables it t o  jump over peaks, which i s  due t o  t h e  expansion 

of t h e  variance when t h e  i t e r a t ions  a r e  not successful.  Further, it 

w i l l  not matter whether t h e  surface is discontinuous, or has many 

For example, it has a l o c a l  minimum-seeking - 

- 

peaks, valleys or flat regions. 

The hybrid computer proved t o  be t h e  most  feas ib le  way t o  imple- 

ment t h e  random search algorithm. 

a r e l a t i v e l y  large number of i t e r a t ions  are required t o  find a solut ion.  

Reference 4 showed that approximately 8000 i t e r a t ions  were required on 

the  average for a t y p i c a l  solut ion.  

computational point of view, divided in to  two steps: (1) integrat ion 

A primary reason for t h i s  is that 

Each i t e r a t i o n  can be, from a 
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of t h e  equations of motion on t h e  in t e rva l  [O,TI, and (2)  execution 

of algorithm logic.  

i n  performing s tep  one. 

i n  approximately t h e  same time with e i the r  machine it is best  done 

The analog computer is  by far t h e  f a s t e r  machine 

Although the  second s t ep  might be accomplished 

d i g i t a l l y .  

requires  a grea t  d e a l  l e s s  computer t i m e  than a completely d i g i t a l  s i m -  

Thus t h e  conclusion is reached that a hybrid approach 

u la t ion .  It is worth noting that an a l t e rna t ive  approach with pseudo- 

hybrid techniques was investigated using an analog computer and some- 

thing less than a d i g i t a l  computer. However, our experience shows 

that inaccuracies, limited storage and limited f l e x i b i l i t i e s  i n  log ica l  

operations ser iously l i m i t  t h e  f e a s i b i l i t y  of t h i s  approach. 
- 
- I n  t h e  hybrid implementation, t he  analog computer was delegated 

t h e  t a sk  of solving t h e  state, ad jo in t ,  and cont ro l  equations as given 

in  equation ( 3 ) .  It a l s o  served as the  point a t  which t h e  operator 

exercised manual cont ro l  over t h e  hybrid system. The d i g i t a l  computer 

w a s  required to ca lcu la te  t h e  metric,  provide storage, implement t h e  

algorithm logic,  randomly generate the  i n i t i a l  conditions for t h e  

ad jo in t  equations and, f i n a l l y ,  oversee t h e  sequencing of events of t h e  

i t e r a t e  cycle.  This divis ion of computational e f f o r t  is  shown 

schematically i n  f igu re  2 which is  a block diagram of t h e  search algo- < Fig. 2 

rithm. The superscr ipt  k shown i n  t h i s  f igure  designates t h e  generic 

kth i t e r a t i o n  of a long sequence of i t e r a t ions .  For convenience t h e  

flow of information through t h e  block diagram may be thought to start 

a t  p(o)  which represents the ad j o i n t  i n i t i a l  conditions i n  analog 
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form. 

on t h e  analog machine, and then that machine is commanded in to  an 

operate mode. 

[O,T], and a t  time T those analog components w e  are interested i n  

reading a r e  commanded in to  a hold mode and t h e  executive sequencing 

program ins t ruc t s  t h e  A/D converters to read these variables.  On t h e  

basis of t h i s  information t h e  boundary cos t  function metric is computed 

d ig i t a l ly ,  and then tes ted by comparing it t o  the  last smallest value 

discussed above. On the  basis of t h i s  t e s t  information, t h e  algorithm 

logic operates to cont ro l  t h e  mean value mk and variance ok. A 

new random vector 

analog s igna l ,  and applied t o  t h e  p(o) i n i t i a l  condition c i r c u i t s .  

The whole process i s  repeated for t h e  next i t e r a t ion .  

They are applied to their respective i n i t i a l  condition c i r c u i t s  

The set  of equations ( 3 )  a r e  solved on t h e  t i m e  i n t e rva l  

." 

pk = mk + tk i s  then generated, converted to an 
- 

Figure 3 is a hardware diagram of t h e  hybrid system U S P ~ .  Shown < Fig. 3 

a r e  t h e  two basic elements of t h e  simulation, t h e  analog and d i g i t a l  

computers along with t h e i r  coupling system, and peripherals.  The 

coupling system is  comprised of two d i s t i n c t  parts: 

Systems and (b )  

(a) t h e  Linkage 

t h e  Contra1 Interface System. A discussion of t h e  

hardware used i n  t h e s i  subsystems in  given i n  t h c  f o i x  sect ions to 

follow. The next ( f i f t h )  section dis2ussis t h e  seqaencing of events 

t hough  t h e  mbsystems .?luring one i t e r a t ion  cycle i n  order t o  b e t t e r  

describe t h e  functioning of ,the hybrid system as a whole. Discussed 

i n  the f i n a l  sect ion is t h e  flow graph f o r  t h e  algorithm. 



Kavanaugh, W . P., Optimal Control by a Random Seczsch Algorithm 

- 11 - 
Dig i ta  1 Computer 

The d i g i t a l  computer used i n  t h e  optimization program was an 

Electronic Associates,  Inc . (MI) model 84-00. The pa r t i cu la r  machine 

used has 16,000 words of core memory with 32 b i t s  per word. Memory 

cycle time is 2 microseconds. The machine uses p a r a l l e l  operation for 

maximum speed. Floating point  operations are h a r d w a r e  implemented. 

The optimization program w a s  coded i n  MACRO ASSEMBLY i n  order to keep 

t h e  execution t i m e  t o  a minimum. The ins t ruc t ion  reper to i re  includes 

spec ia l  commands by which d i sc re t e  s igna ls  can be sen t  to or received 

from t h e  ex terna l  world. External in te r rupts  a r e  provided which can 

t r a p  t h e  computer t o  a spec i f ic  c e l l  i n  memory. I n  an example to be 

discussed Later, t h e  optimization program u t i l i zed  about 8,000 words 
I 

of s torage.  O f  these about 1,000 comprised t h e  a c t u a l  optimization 

executive program, t h e  remaining 7,000 being used for subroutines, 

monitor and on-line debugging and program modification rout ines .  

Ana log Computer 

The analog hardware consisted of an Electronic Associates 23l.R-V 

analog computer. Since t h e  state equations, ad jo in t  equations, and 

t h e  cont ro l  logic were programed i n  standard fashion, analog schematics 

were not included. 

The analog computer serves as t h e  point  a t  which mode cont ro l  of 

t h e  hybrid computer is  accomplished. By manual se lec t ion  of switches 

e i the r  of two modes can be commanded: (1) I n  t h e  'lsearchl' mode t h e  
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analog computer operates i n  a high-speed r e p e t i t i v e  manner. Such 

operation is accomplished by cont ro l l ing  t h e  mode of t h e  individual  

in tegra tors  with an appropriate d i sc re t e  s igna l .  This s igna l  is  a 

two-level s igna l  which is  generated on t h e  cont ro l  in te r face  i n  

conjunction with t h e  d i g i t a l  computer and, depending on the  leve l ,  

holds an in tegra tor  i n  e i the r  ''operate" or " i n i t i a l  condition'' mode. 

( 2 )  In  the  "reset"  mode, t h e  in tegra tors  are placed i n  t h e i r  i n i t i a l -  

condition mode and held t h e r e .  

For continuous type output, a display console was connected to t he  

analog computer to provide v i sua l  readout of var iables .  The display 

contained a cathod ray tube (CRT) which could simultaneously display 

up t o  four channels, and enabled photographic records t o  be taken of 

- 

1 

t h e  display quan t i t i e s .  The display w a s  extremely he lpfu l  i n  deter-  

mining i f  t he  algorithm w a s  functioning properly.  

Control In te r face  

The cont ro l  in te r face  between t h e  analog and d i g i t a l  system i s  an 

Electronic Associates, Inc .  DOS 350 ( see  f i g .  3 ) .  It is  through t h i s  

u n i t  that t h e  i t e r a t i o n  process is  control led.  An important task a l l o -  

cated to t h i s  subsystem is t h e  operate-t ine control .  This function i s  

implemented through t h e  use of a counter and is t h e  key element i n  t h e  

cont ro l  of a l l  timing i n  t h e  hybrid simulation. The counter is  driven 

from a high-frequency source i n  t h e  in te r face  system allowing f o r  a very 

high degree of resolut ion i n  t h e  simulated operate-time. Also, t h e  
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in te r face  allows t h e  d i g i t a l  computer t o  use any conditions i n  t h e  

analog computer which can be represented by d i sc re t e  variables (binary 

leve ls )  and t o  send d i sc re t e  s igna ls  t o  t h e  analog system to be 

as cont ro l  leve ls  or indicators .  As example of t he  former would be t h e  

hybrid system mode cont ro l  which merely amounted t o  t h e  operator 

depressing t h e  "reset"  or llsearchl' switch on t h e  analog computer. This 

ac t ion  s e t s  a binary l e v e l  which i s  then sensed by t h e  d i g i t a l  computer. 

An example of t h e  l a t t e r  s i t ua t ion  is when t h e  d i g i t a l  sends t h e  operate 

command t o  t h e  operate-time counter. The in te r face  system allows 

patching of Boolean functions.  IIence, some of t h e  logic  operations 

required for timing pulses,  event s ignals ,  and other l i k e  operations 

- were very e f fec t ive ly  programmed on it. 

Linkage System 

The linkage system shown i n  f igu re  3 houses the  conversion equip- 

ment, -the A/D and D/A converters.  It i s  through here t h a t  a l l  of t h e  

d a t a  pass between t h e  analog and d i g i t a l  portions of t h e  simulation. 

The linkage system is  controlled by command from t h e  d i g i t a l  computer. 

Input t o  t h e  d i g i t a l  computer i s  through t h e  A/D converter v ia  a 

channel se lec t ion  device or multiplexer t h a t  s e l e c t s  t h e  analog channel 

t o  be converted. Conversions were sequent ia l  through t h e  analog 

channels a t  a maximum r a t e  of 80,000 samples per second from channel t o  

channel. 

Output t o  t he  analog used t h e  D/A converters, with each d a t a  channel 

The maximum conversion rate of t h e  D/A's having i t s  own conversion u n i t .  
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used i n  250,000 conversions per second. 

Sequencing of Events During One I t e r a t i o n  

The sequencing of events during one i t e r a t i o n  cycle are depicted 

i n  figure 4.  The in s t an t s  of t i m e  t,, t,, . . . , t ,  shown i n  t h i s  

f igure  are considered fixed r e l a t i v e  t o  each other,  and t, is  conve- 

n i en t ly  regarded t o  be t h e  start  of the  i t e r a t i o n  cycle.  We w i l l  con- 

s ide r  t h e  cycle t o  begin a t  

operate mode. A s  discussed previously, t h e  elapsed time ( ta- t l> i s  

Fig.  4 < 
t ,  with t h e  analog in tegra tors  i n  an 

- controlled by a counter on t h e  in te r face  system. A t  t ,  an in te r rupt  

pulse i s  generated on t h e  cont ro l  in te r face  which is  sent t o  t h e  d i g i t a l  

computer s ignal ing it t o  commence i t s  operations.  Simultaneously, t h e  

pulse i s  sent  to t h e  analog t o  i n s t ruc t  t h e  t rack-s tore  u n i t s  t o  hold 

t h e i r  respect ive values which they had a t  time 

(t3-t2) 

converter. At t, t he  d i g i t a l  sends a pulse v ia  the  in te r face  t o  t h e  I 

analog console which commands t h e  integrators  to an i n i t i a l  condition 

mode. A t  t,, when t h e  d a t a  required by t h e  algorithm have been 

generated, t h e  D/A converters send these  values t o  t h e  appropriate 

points  i n  t h e  analog portion of t h e  simulation. 

allows enough t i m e  f o r  t he  t ransients  to s e t t l e  i n  t h e  i n i t i a l  condition 

c i r c u i t s  of t h e  analog before sending a command a t  t5 that places  t h e  

in tegra tors  i n  an  operate mode and starts t h e  counter. Since t ,  and 

t ,  

repet  it ive  operat ion. 

t2 .  During t h e  in te rva l  

t h e  d i g i t a l  computer reads these  analog var iables  with t h e  A/D 

The d i g i t a l  machine 

are t h e  same event, w e  merely repeat t he  above sequence f o r  
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Some spec i f ic  numerical values might be of i n t e r e s t .  The t o t a l  

iterate t i m e  (t5-tl) is primari ly  composed of two par t s :  (1) ( ta- t l )  

which i n  a later example problem w a s  scaled i n  t h e  simulation t o  7.5 

milliseconds, and (2 )  (t5-t,), which w a s  primarily determined by t h e  

speed of t h e  d i g i t a l  machine i n  computing, converting, and generating 

random numbers; t h i s  l a t t e r  period w a s  on the  order’ of 7.5 mill iseconds.  

Thus, t h e  t o t a l  i t e r a t e  t i m e  for t h e  above s i tua t ion  i s  on t h e  order 

of 1.5 milliseconds (or 66 i t e r a t i o n s  per second). This figure is  

dependent on t h e  cont ro l  problem chosen and t h e  exact form of t h e  algo- 

r ithm implemented . - 

.- 

Algorithm Flow Graph 

Figure 5 i s  a program flow graph showing t h e  software requirements Fig.  5 < 
of t h e  i t e r a t i o n  process.  This bas ica l ly  cons t i tu tes  a majority of 

t h e  s teps  involved i n  t h e  algorithm and t h e  i t e r a t i o n  cont ro l  sequences 

u t i l i zed  by t h e  hybrid system. Rote t h e  inclusion of t h e  event t i m e s  

t,, t,, . . . discussed e a r l i e r  i n  connection with f igu re  4. The pro- 

gram is continuously recycl ing i n  a high-speed r e p e t i t i v e  fashion. 

There a r e  th ree  bas ic  loops i n  f igure  5 corresponding t o  t h e  th ree  

system modes i n  t h e  optimization program: a r e s e t  loop, a search loop, 

and an end-state loop. The r e s e t  loop i n i t i a l i z e s  t h e  program. The 

search loop uses t h e  algorithm to search f o r  a solut ion t o  t h e  problem. 

The end-state loop is entered by t h e  d i g i t a l  program when a solut ion is 

found, and is used f o r  generating graphic displays.  The operator 
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manually s e l e c t s  t h e  search or r e s e t  mode as discussed i n  the sect ion 

dealing with t h e  analog computer. 

loops is given i n  reference 4.  

A more detai led descr ipt ion of these  

APPLICATION 

I n  t h i s  sect ion w e  w i l l  discuss t h e  appl icat ion of t h e  random 

search algorithm to t h e  s ingle-axis  a t t i tude  acquis i t ion  cont ro l  prob- 

lem. I n  t h e  following w e  w i l l  first formulate the problem by giving a 

physical descr ipt ion of t h e  problem and wri t ing out t h e  exact equations 

of motion. 

mining optimal nonlinear cont ro l  as derived by means of t h e  &ximum 

Principle;  f o r  comparative purposes w e  w i l l  a l s o  out l ine  t h e  optimal 

proport ional  cont ro l  derived i n  reference 5.  Next, we w i l l  discuss t h e  

boundary conditions and t h e  vector metric.  I n  t h e  f i n a l  two subsections 

we w i l l  i l l u s t r a t e  t h e  computer results: 

of time h i s to ry  solut ion and fuel  performances, and i n  the  other,  some 

1 Second, we w i l l  ou t l ine  the  equations necessary f o r  deter-  

- 

i n  one w e  w i l l  give a var ie ty  

cross sect ions through t h e  boundary cost-function hypersurfaces. 

Formulat ion 

Consider a f r e e l y  ro t a t ing  vehicle V about a point  bo i n  

i n e r t i a l  space defined by t h e  set of axes 

sketch. 

(SI, S,, S,) shown i n  t h e  
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A fixed s e t  of body axes, b,, b2,  b, , is  ascribed t o  t h e  vehicle i n  

- t h e  pr inc ip le  axes of i n e r t i a  with or ig in  a t  b o .  The or ientat ion of 

any body a x i s  with respect  to i n e r t i a l  space w i l l  be specified by 

d i rec t ion  cosines, e.g. ,  a,,, aa3, a,, where a13 i s  t h e  cosine of 

t h e  plane angle between S, and b,, and similarly f o r  a23 and a,, . 
The or ien ta t ion  of t h e  vehicle is specified by a ( 3  x 3) d i rec t ion  

cosine matrix. Since w e  a r e  interested i n  single-axis or ien ta t ion ,  w e  

w i l l  only require  knowing three d i rec t ion  cosines instead of nine.  In  

t h e  study w e  w i l l  o r i en t  b, i n  i n e r t i a l  space. The cont ro l  torques 

required to or ien t  t h e  vehicle are produced by mass expulsion devices 

alined with each of t h e  th ree  axes.  It is assumed t h e  mass flow rates 

a r e  used t o  vary the torques, and that they are bounded (except when 

examining proport ional  con t ro l ) .  

and i s  considered t o  be i n  a general  tumbling motion a t  t h e  i n i t i a l  

time. The object ive of cont ro l  i s  t o  apply torques f o r  a fixed period 

of t i m e  i n  a manner that w i l l  reduce t o t a l  momentum to zero and o r i en t  

The vehicle is iner t ia l ly  unsymmetrical 
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t he  b, 

prescribed or ientat ion in  i n e r t i a l  space. Furthermore, w e  must 

accomplish t h i s  t a sk  with t h e  cont ro l  program that uses t h e  least amount 

of fuel.  

a x i s  of t h e  vehicle from any i n i t i a l  o r ien ta t ion  t o  any other 

This verbal statement of t he  problem w i l l  now be formulated 

more e x p l i c i t l y .  

The dynamical equations of motion of a body of fixed i n e r t i a  

ro t a t ing  about a point i n  i n e r t i a l  space and acted upon by external  

torques a r e  given by the  following set of equations: 

(4) 

b, = 1(1--P>/a3 %% + y2/a 

42 = [ ( e - 4 3  us% + Y2 

where 

cy = I&, 

8 = 1,b2 
R o l l  to p i t ch  i n e r t i a  r a t i o  

Yaw t o  p i t ch  i n e r t i a  r a t i o  

YI = %/I2 1 
C ont ro l  ac  c e lerat ions, r a d  / s  ec 

normalized to I, 
Y2 = M2II2 

Y3 = % / I 2  

wi = body r a t e s ,  rad/sec 

Mi = torque, l b  / f t  
i = 1,2y3 

The three kinematical var iables  (d i rec t ion  cosines) requded to spec fy 

t h e  or ien ta t ion  of  b, are designated a%,., a2,, These var iables  

are r e l a t e d  t o  t h e  dynamical variables by t h e  following set of d i f f e r -  

e n t i a l  equations (see r e f .  5 for a discussion on t h i s ) :  
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For t h i s  study t h e  spec i f i c  values of the  roll and p i t c h  i n e r t i a  r a t i o s  

were taken t o  be a = 1.15, /3 = 0.48. Also, the maximum cont ro l  

~. torque acce lera t ion  permitted i n  the nonlinear controlker s i t u a t i o n  w a s  
. -  . -  

i -_ limited- t o  approximately one-sixth t h e  peak-acceleration required f o r  \ \  8 

-. . 

= 7.5 rad/s&c2. - -  proport ional  control ,  o r  y - -. - -=- 2y - 
- - -  - 1,ax %Uii x 3 U l 3 ,  

-_ To t r a n s f e r  (4)  and (5 )  i n t o  s t a t e  variable form, t h e  following 

subs t i t u t ions  a r e  made: 

a33 = x3 ; . us = x, ; u3 = Y3/@ 

This gives us t h e  following set of s t a t e  var iable  equations: 

( 6 )  

~ 

x1 = %X2 - X s x 3  

x2 = x4x3 - %X1 
x3 = %Xl - %X2 

k4 = C(1.-@>/4 %% 4- u1 

%5 = u s - 4 3  x6x4 * u2 
kj = c ( a - l ) / $ ]  x4xg -t u3 

The object ive of t h e  cont ro l  is t o  take t h e  s t a t e  vector from an 

a r b i t r a r y  i n i t i a l  value x ( o )  t o  an a r b i t r a r y  f inal  value + ( T )  i n  

a fixed i n t e r v a l  of time and use t h e  l e a s t  amount of f u e l  i n  

so doing. 

[O,T], 

A new coordinate, proport ional  t o  t h e  t o t a l  f u e l  used i n  a l l  th ree  
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axes,can be defined as follows: 

t 3  
(7) 

and we can then in t e rp re t  t h e  objective as t h e  minimization of t h e  

t e r m h a 1  value x, (T) . 

Control I a w s  

The nonlinear optimal con t ro l  can be derived by an  appl icat ion of 

t h e  Maximum Principle .  

summary of t h e  equations necessary f o r  computer implementation w i l l  be 

This deriva’cion w i l l  no t  be given here but a 

given. F i r s t  are t h e  ad jo in t  equations which can be shown t o  be: 

-r;l = Pzx, - P3X5 

62 = P3X4 - Plx ,  

J P s d  P - 4  

cont ro l  vector a t  each 

where i = 1,2,3 , and  Ni is t h e  maximum torque accelerat ion allowed 

i n  t h e  i cont ro l  axis. It is seen t h a t  t h e  cont ro l  torque is of 
. 

. . .. . . .  - -  
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t h e  on-off character and that torque d i rec t ion  i s  obtained by assigning 

t h e  cor rec t  sign to t h e  "on" signal according t o  equation ( 9 ) .  

An optimal proport ional  cont ro l  l a w  used i n  t h i s  paper for compar- 

a t i v e  purposes was taken from reference 5 and is discussed b r i e f l y  here 

for t h e  sake of completeness. I n  reference 5 t h e  s t ruc ture  of t h e  

optimal cont ro l  l a w  w a s  assumed to be of t h e  form: 

J ~1 = - D x ~  - EX, 

~2 = - F x ~  + G x ~  

U, = -H% 

- The parameters D, E, F, G and H were l e f t  free, and by means of a 

random parameter search su i tab le  values were found for which t h e  s ta ted 

objective of t h e  problem (zero momentum and alinement of b, to S, ) 

was achieved. 

observing system performance given by equation (7 )  . 
The search w a s  repeated a nurnber of t i m e s ,  each time 

An optimum parameter 

vector w a s  selected f r Q m  t h e  set of parameter vectors which satisfied 

t h e  problem object ive and minimized the  performance c r i t e r i a .  This 

parameter vector, i n  conjunction with equation (lo), defines optimal 

proport ional  cont ro l .  This cont ro l  may be d i f f i c u l t  to achieve i n  

prac t ice ,  however, s ince no bounds have been irrrposed on t h e  t h r u s t .  

When the re  a r e  bounds, t h e  cont ro l  law is then referred to as optimal 

sa tura t ing  proport ional  conkrol. 
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The Vector Metric 

The desired boundary condition a t  t h e  terminal  time w a s  chosen t o  

be zero momentum and alinement of t h e  body a x i s  

axis S,; t h i s  is  expressed by +(T) = (O,O,l,O,O,O). To satisfy 

b, with t h e  i n e r t i a l  

these  boundary conditions,  it i s  necessary i n  t h e  random search approach 

t o  introduce the vector metric J as discussed previously.  Its 

general  form w a s  specif ied in reference 4 t o  be J = (JD, Jv, JP) where 

t h e  subscr ip ts  on t h e  components r e f e r  t o  displacement, veloci ty ,  and 

ad jo in t  var iables ,  respec t ive ly .  However, in t h i s  appl icat ion,  s ince 

all terminal  s t a t e s  +(T) a r e  f ixed,  p(T) is  completely f r e e  s o  that 

we may ignore t h e  Jp component i n  t h e  vector metric.  For t h e  present  

example JD and Jv are taken t o  be 

It is c l e a r  that Jv 

zero momentum as desired.  

o r ien ta t ion  

. -  

x1 = x, = 0 

= 0 implies q, xs, x, = 0 which represents  

Also, JD = 0 implies t h e  desired f i n a l  

and ~3 = 1. I n  a c t u a l  prac t ice  w e  w i l l  only 

require  - 

where t h e  e values a r e  chosen t o  meet t h e  problem requirements. - For 

t h e  spec i f i c  problem discussed below, t h e  value of eV chosen 

a 10°/sec i n i t i a l  ve loc i ty  e r ro r  i n  each axis t o  approzimately 

reduced 

O.75”/sec i n  
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each a x i s  a t  time T. The eD chosen required t h a t  t h e  b, body a x i s  

be o r i en ted - to  within a few.degrees of t h e  S, iner t ia laxis ,  from any 
-_ 

, " P a . -  4. 

i n i t i a l  or ien ta t ion  a _ -  - - - - _  -. - 
_ -  

-1 - - -  - -- 
- - _  . __ - - .- -- Time History Solutions 

- - - 
In t h i s  section-we w i i l  g ive  some computer solut ions fo r  t h e  

s a t e l l i t e  a t t i t u d e  acqu i s i t i on  problem. Our i q t e r e s t  w i l l  center  on -_ - 

results f o r  t h e  optimal nonlinear cont ro l  obtained by implementing t h e  

random search algorithm discussed i n  the  preceding sect ions.  For 

comparison, w e  w i l l  a l s o  give results f o r  no cont ro l  and t h e  proport ional  

cont ro l  studied i n  reference 5 .  

Table 1 < Table I summarizes t h e  con t ro l l e r s  t o  be studied, t h e  i n i t i a l  

conditions of t h e  vehicle,  and t h e  r e su l t i ng  fuel requirements. It is  

worth emphasizing again that i n  %he i n i t i a l  condition vector t h e  f irst  

th ree  components a r e  t h e  i n i t i a l  angular pos i t ions  given i n  terms of 

d i rec t ion  cosines varying between - l a n d  +l. The Latter th ree  components 

a r e  t h e  i n i t i a l  angular ve loc i t i e s  i n  degrees/second, and were chosen 
8 

somewhat arbitrarily. 

q ( T )  = (O,O,l,O,O,O); 

The desired f i n a l  condition vector is  taken t o  be 

thus,  t h e  i n i t i a l  momentum is reduced t o  zero 

and t h e  body a x i s  b, is  t o  be kept a l ined with t h e  i n e r t i a l  a x i s  

Also, a so lu t ion  i s  given f o r  t h e  more general  case where init ial  

S , .  

misalinement e x i s t s .  

A. No  cont ro l  - I n  figures 6(a) and (b)  are shown t h e  time h is -  

t o r i e s  of t h e  state var iables  describing t h e  motion of t h e  system when 

no cont ro l  is used and t h e  vehicle starts with t h e  i n i t i a l  condition 

< i g .  6 
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x ( o )  = (0,4,1,-10,10,10). This corresponds t o  i n i t i a l  alinement of 

axes but with t h e  i n i t i a l  angular ve loc i t i e s  indicated.  

noted that t h e  angular pos i t ions  vary over t h e i r  e n t i r e  range (-1,l) 

during t h e  time i n t e r v a l  

ant ic ipated that  with limited torque control ,  t he  wide range of' angular 

pos i t ion  var ia t ions  would p e r s i s t  over a subs t an t i a l  port ion of t h e  

It can be 

[O,T]. From these  r e s u l t s  it might be  

in t e rva l .  I n  t h i s  event, t he  equations of motion are d i s t i n c t l y  non- . 

l i nea r  and it is inappropriate t o  l i nea r i ze  them. The I%xirmun Pr inc ip le  

allows these  non l inea r i t i e s  t o  be d e a l t  with d i r ec t ly .  

B. O p t i m a l  Proportional Control - The time h i s to ry  solut ions f o r  

Fig. 7 < t h e  optimal proport ional  cont ro l  derived i n  reference 5 (as discussed 

above) are given i n  f igu re  7 f o r  t h e  same i n i t i a l  condition as with no 

cont ro l  ( see  Table I ) .  As is  w e l l  known, optimizing system performance 

u n d e r  t he  assumption of proport ional  cont ro l  of ten leads t o  impulsive- 

type_.conCrkl. 

I'- i n i t i a l  torque acce lera t ion  r i s e s  t o  44 mrad/sec2 and then decreases 

This tendency can be seen i n  figure 7 (c )  where t h e  
/,*' 

r e l a t i v e l y  quickly t o  zero. 

by t h e  computer w a s  

t h e  minimum t h e o r e t i c a l  value of 0.28- obtained by allowing an i d e a l  

impulse of torque.  

A normalized f 'uel consumption as measured 
_ _  

x,(T) = 0.65. This is nearly two and one half t i m e s  
~ 

- - -  -_ _- 
_ _  - .  

+ -  

I n  prac t ice ,  t h e  €uel requirements of 0.65 could only be a t ta ined  

with proport ional  control ,  i .e. ,  without sa tura t ion  o f - t h e  torque. It was - 

demonstrated i n  reference 5 that t h e  e f f e c t  of sa tura t ion  on the  propor- 

t i o n a l  con t ro l l e r  i s  t o  increase both t h e  consumed fuel and the  time 
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required t o  accomplish t h e  mission. However, the r e s u l t s  given the re  

were f o r  in i t ia l  ve loc i t i e s  of t h e  vehicle  of only 4°/sec r a the r  than 

t h e  10°/sec used herein.  

- 

C .  Optimal Nonlinear Control - The solut ions for t h e  optimal 

nonlinear con t ro l  obtained by inrplementing t h e  random search algorithm 

a r e  given i n  f igu res  8 and 9. These f igu res  correspond, respect ively,  

to t he  cases indicated i n  Table I: i n i t i a l  alinement a n d  no i n i t i a l  

alinement . 
The r e s u l t s  given i n  f igu re  8 a r e  for i n i t i a l  alinement of axes i n  

which t h e . i n i t i a 1  condition vector is x(o) = (0,0,1,-10,10,lO), t h e  - 

same as f o r  t h e  other  con t ro l l e r s  discussed above. The solut ions 

obtained a r e  qu i t e  d i f f e r e n t  from t h e  previous cases as can be seen by 

comparing f igu re  8 to f igures  6 and 7. It is noted that  t h e  maximum 

torque f o r  optimal nonlinear cont ro l  is approximately one-si*h t h e  

peak value for proport ional  cont ro l  (note  t h e  d i f f e ren t  or ig ins  for t h e  

th ree  con t ro l  func t ions) .  

it appears that t h e  optimal cont ro l  l a w  is  ant ic ipatory,  that is, it 

appears to a c t  a t  the  most advantageous moment i n  order t o  reduce t h e  

large excursions of t h e  states to t h e  desired end values. Fuel 

consumption was found t o  be x, (T)  = 0.31 which is only 1.1 times 

la rger  than f o r  t h e  optimal i d e a l  impulse case. By conpr ison ,  t h e  

optimal proport ional  cont ro l  is very ine f f i c i en t .  

From caref'ul examination of t h e  time h i s t o r i e s ,  

Proportional cont ro l  

uses 2.1 times t h e  fuel f o r  optimal nonlinear cont ro l .  This f a c t o r  

woqld--bi?<ven la rger  if t h e  comparison were made to the more p r a c t i c a l  
,/' 

/' ' 

A*- 



Kavanaugh,.W. P., G-gtimal Control by a Random Search Algorithm 
- 

- 26 - 
sa tura t ing  proport ional  cont ro l  system. 

operate times are near ly t h e  same as f o r  t h e  proport ional  cont ro l  

system. 

p r a c t i c a l  cons t ra in t  imposed by cont ro l  sa tura t ion .  

Note a l s o  i n  figure 8 that t h e  

I 

Thus, we need not  necessar i ly  expect a time penal ty  f o r  t h e  

I n  the r e s u l t s  given i n  figure 9, the i n i t i a l  condition vector 

x(o)  i s  not  a l ined .  The i n i t i a l  value is x ( o )  = 

a n d  corressonds t o  an i n i t i a l  r o t a t i o n  of b, of 45' i n  t h e  Sa, S, 

plane. The time h i s t o r i e s  a n d  optimal con t ro l  thrust are seen t o  be 

similar t o  those with i n i t i a l  alinement. A s  f o r  the fue l ,  we might 

- expect t h a t  angular pos i t ion  e r ro r  a t  t h e  i n i t i a l  time would require  a 

higher fusJ consumption t o  obtain t h e  same object ives .  Indeed, experi- 
", - " 

/mental  data show that f u e l  required i s  0.43 which is  40 percent more ,/ 
than when t h e  axes a r e  i n i t i a l l y  a l ined .  

B 0 ~ 1 d a r N  Cost Function Surfaces 

- It-was pointed out previously tht i r r e g u l a r i t y  i n  t h e  boundary 

cos t  f'unction hypersurfaces r e f l e c t s  t h e  need-far  a search algorithm- 

t h a t  incorporates global  as we l l  as local-seeking proper t ies .  The 

highly i r r egu la r  nature of these  m e r s u r f a c e s  f o r  t h e  a t t i t u d e  cont ro l  

- 

- 

problem is  demonstrated i n  f igu re  10. Here a r e  shown ty-picaltwo- 

dimensional cross  sect ions through t h e  hypersurfaces a t  a solut ion 

poin t .  

var iables  from -100 vo l t s  t o  +LOO v o l t s  while a l l  others  were fixed a t  

t h e i r  respect ive solut ion values. Note i n  pa r t i cu la r  t h e  i r regular  

The curves were obtained by slowly varying one of the  ad jo in t  
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multipeak nature of t h e  surfaces  and t h e  occasional noisy appearance. 

It is  a l s o  worth noting t h e  r a the r  narrow va l leys  surrounding t h e  

optimum poin t .  

determinis t ic  method might encounter. For example, t h e  gradient method 

These surfaces  c l e a r l y  ind ica te  t h e  d i f f i c u l t i e s  a 

would have ample opportunity of "hanging up" in  t h e  wrong val ley.  

Furthermore, t h e  two-dimensional curves give only a h i n t  of t h e  d i f f i -  

c u l t i e s  t o  be expected i n  t h e  a c t u a l  six-dimensional space. 

CONCLUDING RESIARKS 

It was demonstrated in  reference 4 that  t h e  random search technique 

gave a p r a c t i c a l  approach t o  generating e x p l i c i t  o p t h a 1  solut ions f o r  

a moderately complex example problem under a wide range of conditions.  

An object ive of t h e  present  study w a s  t o  demonstrate t h e  f e a s i b i l i t y  of 
Y 

using t h e  random search technique i n  a d i f f e ren t  and more complex 

s i t u t i o n .  The r e s u l t s  presented in  t h i s  paper gave a pos i t ive  ind i -  

cat ion of that f e a s i b i l i t y  and together with reference 4 suggest t h a t  

possibly many high-order nonlinear problems w i l l  have complicated map- 

pings and t h a t  t h e  random search methods would be highly successful i n  

coping with them. Furthermore, t h e  r e s u l t s  of t h i s  paper show qu i t e  

e x p l i c i t l y  what gains i n  system performance can be made i n  a given 

s i t u 5 i o n  by using r igorously derived optimal cont ro l  compared t o  a more 

conventional "optimal" con t ro l  procedure. Such knowledge gives grea te r  

impetus t o  seek e f f i c i e n t  ways of implementing the optimal nonlinear 

control .  The open-loop aspect' of t h e  controls  generated in  t h i s  manner 
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s t i l l  limits any on-line capabi l i ty .  However, it is  believed. t h a t  off- 
v 

l ine  preliminary d e s i g n  capabi l i ty  for studying moderately complex 

nonlinear dynamical systems could be enhanced by t h i s  approach. 

. .  - .- 
-. 

- . .  . -. . .. . . .. . ..... .~ ~. . ~ .  
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TABU I - COMPARISON OF CONTROL SYSTEMS 

FUEL 13TITIA.L C OTIDITIOTT 7 

RO Coi t ro l  ( 0, 0 ,1, - 10,10, lo) 0 

optimal Proportional Control (no sa tura t ion)  ( 0 , 0 , 1, - 10,10,10 ) 45 

Optimal Impulse Control (o,o, 1, -lO,lO, 10) .28 

optimal Monlinear Control (with sa tura t ion)  

a. I n i t i a l  alineiccnt (0,0,1,-10,10,10) .31. 

b . I n i t i a l  nonalinement ( O , p J 2 ‘  -10,10,10) .43 
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